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Capillary electrophoresis of inorganic anions in hydro-organic media
Influence of ion-pairing and solvation phenomena
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Abstract

The capillary electrophoresis separation of four inorganic anions (NO3
−, I−, Br− and SCN−) was investigated over the whole range of

methanol–water mixture composition. As the separation selectivity was strongly dependent on the solvent composition, the influence of
ion-pairing and solvation phenomena was examined in depth in an attempt to explain this modification. First, a series of experiments was per-
formed in methanolic background electrolytes, with counter-ions of different size. Ion-pair formation involving electrolyte ions was assessed
to allow for a correction for free electrolyte ion concentration. Ion-pair formation constants between each inorganic anion and electrolyte
counter-ion were next determined from the variations of the anion mobility as a function of the free counter-ion concentration. In view of the
low values obtained, ion-pair formation alone failed to explain the selectivity variations. Solvation phenomena were then investigated with the
help of a theoretical quantum model, the density functional theory (DFT), coupled with a polarizable continuum model to mime non-specific
solvent effects. Whereas this model proved successful at predicting the mobility order at infinite dilution in water, it failed to predict the
correct order in methanol.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Over the last decade, non-aqueous capillary electrophore-
sis (NACE) has undergone a rapid development for various
classes of compounds including pharmaceuticals[1–4],
enantiomers[5–8], surfactants[9–11], peptides[12,13],
oligomers[14–16], as well as small organic and inorganic
anions[17–19]. In effect, organic solvents and their mixtures
provide an almost endless range of new physico-chemical
properties allowing to manipulate analyte solubility, sep-
aration selectivity, electroosmotic transport and to extend
detection consistency. Considering the separation selectiv-
ity, the phenomena involved can be shifts in acido–basic
[20–23], or complexation equilibria[24], hydrogen bonding,
interaction types which do not occur, if hardly in aqueous
media, such as ion-pairing[25–27], charge transfer[28,29],
heteroconjugation[17,21], modification of the dielectric
friction [30,31], or of solvation shell[18,32]. While the
role presumably played by these phenomena has already
been reported for a deal of NACE separations, quantitative
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description of their effects and rationalization of their use
have been the topic of a much more restrained number of
papers[20,21,26,27,33,34], and one still lacks most of the
analytical and physicochemical data that would be neces-
sary for proper optimization of NACE separations. In the
case of the inorganic anions, whose conjugated acids re-
main strong in most of the usual solvents, the solvent effects
amenable to selectively impact separation may stem from
ion-pairing or modification of the electrophoretic friction
coefficient. Ion-pair formation can be classically demon-
strated by confronting the experimental variations of analyte
electrophoretic mobility versus counter-ion concentration
with Debye–Hückel–Onsager[35–37], or Falkenhagen et al.
[38] and Pitts[39] models. More quantitatively, ion-pair
formation constants can further be calculated using an
actual ion-pair model[25,40]. The modification of the elec-
trophoretic friction coefficient, to which the electrophoretic
mobility is inversely proportional, may be interpreted as
the occurrence of dielectric friction and/or solvation effects.
Solvation effects, which are governed at the microscopic
level by ion–solvent and solvent–solvent interactions have
been much more difficult to characterize on a quantitative
basis till recently. These interactions can now be described
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rather accurately by theoretical models which have been
classified into two groups according to the approach. The
first one contains classical simulations based on molecular
mechanics, molecular dynamics and classical Monte Carlo
approaches, while quantum chemistry approaches are in-
corporated in the second group[41]. This latter approach
is more suitable for describing the subtle electronic effects
ruling solute–solvent interactions. While the results thus
obtained appear reasonable for non-polar solvents, they are
more questionable for solvents (e.g. water) where local or-
ganization (due to the hydrogen bond network) cannot be
neglected. Therefore, solvation shells beyond the first one
have to be included in any coherent model. Unfortunately,
this extension might be troublesome for computational
approaches rooted in quantum mechanics, where the com-
puter time rapidly scales with the size of the systems under
investigation. One possible way out is provided by the
so-called continuum models, in which the bulk solvent is
a continuum polarizable medium representing, on an aver-
age, all the possible conformations accessible to the solvent
molecules[42]. This latter model has given accurate results
for molecular properties and thermodynamic parameters in
polar, hydrogen-bonded liquids[43–46].

A combined experimental and theoretical study is pre-
sented here for a better understanding of the selectivity al-
terations observed for some model inorganic anions (chlo-
ride, bromide, nitrate, thiocyanate) on varying the solvent
composition (water–methanol mixtures) of the background
electrolyte. For this aim, ion-pairing contribution was first
evaluated in purely methanolic media by studying the vari-
ation of the electrophoretic mobilities of these four an-
ions as a function of the concentration of the counter-ion
present in the electrolyte. This study was performed with
two counter-ions of different size. The occurrence of associ-
ation between the electrolyte ions was checked beforehand
in order to possibly correct for the free counter-ion concen-
tration. The assessment of solvation contribution was next
conducted on the basis of theoretical microscopic quantum
chemistry by calculating the solvated radii for each anion,
both in water and methanol. Density functional theory (DFT)
and conductor-like polarizable continuum model (CPCM)
computations have been carried out to relate the experimen-
tal outcomes to the microscopic organization of the solvent
around the anionic solutes.

2. Materials and methods

2.1. Chemicals

Perchloric acid, ethanolamine, ammediol, benzyl alco-
hol, sodium bromide, sodium nitrate, sodium thiocyanate,
and potassium nitrate were purchased from Sigma–
Aldrich (Saint-Quentin Fallavier, France) and sodium
iodide was from Prolabo (Paris, France). HPLC-grade
methanol (MeOH) was also supplied by Prolabo. Wa-

ter used throughout was produced by an Alpha Q lab-
oratory water-purification system (Millipore, Molsheim,
France).

2.2. Capillary electrophoresis

CE experiments were carried out with an HP3DCE ap-
paratus (Agilent, Waldbronn, Germany) equipped with a
diode-array detector, an autosampler and a power supply
able to deliver up to 30 kV. Data were handled by an HP
Chemstation software. Bare fused silica capillaries, 40 cm
(31.5 cm from inlet to detector)× 50�m i.d. and 360�m
o.d., were from Beckman (Gagny, France). Samples were in-
troduced in the hydrodynamic mode (30 mbar/3 s). Separa-
tions were performed under a negative voltage of 15 kV and
the temperature in the capillary cartridge was set at 25◦C.
Absorbance detection was carried out at 200 nm. The acqui-
sition rate of the detector signal was 10 points s−1.

The background electrolytes (BGEs) consisted of
ethanolamine and perchloric acid or ammediol and per-
chloric acid of various concentrations but of constant (2:1)
molar ratio, in MeOH–water solvent mixtures. All elec-
trolytes were filtered through 0.2�m filter units before use.
The samples of inorganic anions were prepared in water at
concentrations between 40 and 80 ppm. Benzyl alcohol (1%
(v/v), in water) was used as a neutral marker for the determi-
nation of the electroosmotic mobility. New capillaries were
conditioned by successive flushes with 1 and 0.1 M NaOH
and then with water, for 10, 5 and 10 min, respectively, un-
der a pressure of 900 mbar. Prior to each sample injection,
the capillary was rinsed with the separation electrolyte for
5 min. Capillaries were rinsed with water and dried by air
when not in use. Each sample was injected several times to
check repeatability of the data.

2.3. Conductivity measurements

The conductivity of each BGE was directly measured at
25.0 ± 0.5◦C using a Radiometer CDM210 conductimeter
(Villeurbanne, France). The cell constant was determined by
calibration with various concentrations (10−1 to 10−3 M) of
potassium chloride.

2.4. Computational procedures

All DFT calculations were carried out with our mod-
ified version of the Gaussian’98 code[47], using a hy-
brid Kohn–Sham/Hartree–Fock (KS/HF) model referred to
B1LYP [48]. This approach was obtained casting the Becke
exchange[49] and the Lee et al. correlation functionals[50]
in an hybrid scheme HF/DFT, where the HF exchange ra-
tio (1/4) was fixed a priori. The geometry of all the consid-
ered cluster systems was fully optimized using the 6–311+
G(d, p) basis set[51]. All the interaction energies were cor-
rected for zero point energies (ZPE) and basis set superpo-
sition error contributions[52].
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Solvent effects were evaluated using the so-called polariz-
able continuum model (PCM)[42]. In particular, optimized
structures and solvation energies were computed by a cavity
model, namely the united atoms topological model (UATM)
[53], coupled to the CPCM[54]. This approach has provided
results very close to those obtained by the original dielectric
model for high dielectric constant solvents, but it has been
significantly more effective in geometry optimizations and
less prone to numerical errors arising from the small part of
the solute electron cloud lying outside the cavity (escaped
charge effects). Cluster volumes were then evaluated by a
Monte Carlo integration, either in gas phase or in solution,
as the region of space occupied by the 99% of the electron
density [51]. Solvated radii were finally calculated as the
radii of the spheres having the same volume.

3. Results and discussion

3.1. Effect of solvent composition on the actual mobility of
the inorganic anions

The electrophoretic behaviour of bromide, iodide, ni-
trate and thiocyanate was first studied with a fixed 12 mM
ethanolamine–6 mM perchloric acid background electrolyte
over the whole range of methanol–water compositions
(10–100% methanol). The electroosmotic mobility inside
the bare silica capillary was observed to decrease steadily
in the range of 0–70% methanol and then to stabilize for
methanol contents over 70%. This behaviour was similar
to what has been already reported by others[13,18,55]and
was explained by both a decrease in the dielectric constant
to viscosity ratio (in the 0–60% range) and in the zeta poten-
tial of silica (absolute value, mainly in the 30–100% range)
on increasing methanol content[55]. For methanol contents
higher than 10%, the electroosmotic mobility becomes much
lower than the electrophoretic mobility of all four inorganic
anions (in absolute value), so that the anions migrate fast
towards the anode compartment counter-electroosmotically.
The electrophoretic mobility of the four anions was thus
determined as a function of the methanol content in the
10–100% range. As shown inFig. 1A, these mobilities
go through a minimum value for methanol contents of ca.
50–60%. Although this overall tendency mostly reflects
the variation of the reciprocal viscosity of methanol–water
mixtures [55], the product of the mobility by the viscos-
ity (Walden’s product) does not remain constant over the
whole range of methanol content (Fig. 1B), which demon-
strates that other parameters than viscosity should influence
the mobility of the four anions. In agreement with previ-
ous observations by other groups[56,57], several changes
in migration orders were also noticed over the range of
methanol content studied (Fig. 1A), which cannot be either
attributed to a viscosity effect. The pH of the background
electrolyte, which corresponds to the pKa of ethanolamine
in the solvent medium, should not much vary over the range

Fig. 1. Effect of solvent composition on: (A) the electrophoretic mo-
bilities of the four model inorganic anions and (B) the product of the
electrophoretic mobility by the electrolyte viscosity. Electrolyte: 12 mM
ethanolamine, 6 mM perchloric acid in methanol–water mixtures of vari-
ous compositions. Temperature: 25◦C.

of methanol composition, as ethanolamine is a B/BH+
type buffer. Anyway, this slight variation cannot affect the
measured mobilities of the four anions studied, since they
should remain extremely weak bases in these solvent media.
The observed deviations from the constancy of Walden’s
products may rather be attributed to ion-pairing or friction
coefficient modification due to dielectric friction and/or
solvation phenomena. The present discussion will focus
solely on the influence of ion-pairing and solvation. As an
application of this,Fig. 2 shows the separations of the four
anions (A) in pure methanol and (B) in a methanol–water
(75:25 (v/v)) mixture. While these anions are fully resolved
in both media, it is worth noting that the migration orders
are different in conditions (A) I− < SCN− < NO−

3 < Br−

and (B) I− < NO−
3 < Br− < SCN−, whereas the mi-

gration order in water is Br− < I− < NO−
3 < SCN−.

Furthermore, due to the higher anion mobilities in pure
methanol, shorter migration times can be obtained in this
medium without using any electroosmotic flow reversing
agent.

3.2. Evaluation of the ion pairing between the BGE ions

In order to elucidate the phenomena implied in the se-
lectivity modification, the ion-pairing phenomenon in the
BGE itself was first studied. The aim of this investiga-
tion was also to determine the actual concentration of the
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Fig. 2. Separation of model inorganic anions in: (A) pure methanol and (B) a water–methanol (25:75 (v/v)) mixture. Fused silica capillary, 40 cm
(detection, 31.5 cm)× 50�m i.d. Electrolyte: 12 mM ethanolamine, 6 mM perchloric acid. Applied voltage:−20 kV. Temperature: 25◦C. Hydrodynamic
injection: 30 mbar, 3 s. Absorbance detection at 200 nm. Peak identification and analyte concentrations: (1) I−, 60 ppm; (2) SCN−, 80 ppm; (3) NO3

−,
40 ppm; (4) Br−, 70 ppm.

free ions of the BGE amenable to interact with the ana-
lytes. This study was conducted in a purely methanolic
medium as this medium was the most favourable to yield
ion-pairing, due to its lowest dielectric constant, as com-
pared with water–methanol media. Two different buffers,
ethanolamine–perchloric acid and ammediol–perchloric
acid of like molar ratio (2:1), were tested in pure methanol,
in order to investigate the effect of the counter-ion size.
The perchloric acid concentration was varied over the range
of 2–12.5 mM. Ion-pair formation between electrolyte
ions was expected to lower the electrolyte equivalent con-
ductivity. The specific conductivityσ of the electrolytes,
directly obtained by conductivity measurements, were con-
verted into equivalent conductivityΛ, according to the
relationship:

Λ = σ

zc
(1)

where c and z stand for the introduced perchloric acid
concentration and number of elementary charges, respec-
tively. According to the simple Debye–Hückel–Onsager
(DHO) model, the equivalent conductivityΛ for a strong
1:1 electrolyte decreases linearly with the square-root of its
concentrationc [35–37]:

Λ = Λ∞ − (AΛ∞ + B)c1/2 (2)

with

A = 0.82× 106

(εT)3/2
(2′)

and

B = 82

η(εT)1/2
(2′′)

whereΛ∞ is the electrolyte equivalent conductivity at in-
finite dilution, T the absolute temperature,ε the relative
dielectric constant andη the viscosity of the solution. For
both ethanolamine- and ammediol-based BGEs, the varia-
tion of the experimental equivalent conductivity with the
square root of the introduced perchloric acid concentration
remains almost linear in the concentration range investi-
gated (Fig. 3, solid lines). For both electrolytes, the equiv-
alent conductivities at infinite dilution were obtained as the
Y-intercept of the linear regression:Λ∞ = 134± 2 S cm2

per equivalent for ethanolamine-based electrolyte and
Λ∞ = 127± 2 S cm2 per equivalent for ammediol-based
electrolyte. Using these values and theε andη values for
methanol at 25◦C (32.7 and 0.54×10−3 Pa s, respectively),
the A and B coefficients of the DHO model were next
calculated, which in turn allowed us to represent the theo-
retical variation of the equivalent electrolyte conductivities,
according to this model (Fig. 3, broken lines). As the slopes
of the experimental and theoretical straight lines were very
similar, it can be concluded that ion-pairing does not occur
(or occur to a very minor extent) in the neat methanolic
electrolyte investigated. This result all the best applied to
water–methanol mixtures which present higher dielectric
constants, and eventually the free ion concentration in
the electrolytes was, therefore, equal to the analytical salt
concentration, whatever the methanol content was.
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Fig. 3. Influence of the perchloric acid concentration introduced
in the electrolyte on its equivalent conductivityΛ at 25◦C. (A)
ethanolamine–perchloric acid buffer (molar ratio, 2:1) in pure methanol.
(B) ammediol–perchloric acid buffer (molar ratio, 2:1) in pure
methanol. Solid lines: least-squares linear regression of the experimen-
tal points: (A) y = −286.62x + 133.77, R2 = 0.9979, n = 4, (B):
y = −280.52x + 126.67, R2 = 0.9981,n = 4. Broken lines: theoretical
slope of the plot, according to the simple Debye–Hückel–Onsager model.
See text for additional details.

3.3. Evaluation of the ion-pairing between the analytes
and the BGE counter-ion

In order to evaluate the occurrence of ion-pairing be-
tween the analytes and the BGE counter-ion, the mobilities
of the inorganic anions were measured in pure methanolic
media using the same two buffers as those for the study of
ion-pairing within electrolyte ions and the perchloric acid
concentration was varied between 2 and 12.5 mM. The re-
sults were first analysed according to the models by Falken-
hagen et al.[38] and Pitts[39] (FP model), to discrimi-
nate between ionic strength and ion-pairing effects. For an
uni-univalent electrolyte, the actual mobilityµ0

i of ion i was
expressed as a function of ionic strengthI according to:

µ0
i = µ∞

i −
[(

8.20× 105µ∞
i

(εT)3/2

)
+ 42.75

η(εT)1/2

]

×
[ √

I

(1 + 50.29a(εT)−1/2√I)
]

(3)

whereµ∞
i is the absolute mobility anda the distance of

closest approach between ioni and its counter-ion. For unit
consistency,η should be taken in 10−1 Pa s,a in Å, I in
mol l−1 andµ∞

i in 10−5 cm2 V−1 s−1. The terms 8.20 ×
105µ∞

i /(εT)3/2 and 42.75/η(εT)1/2 describe the relaxation
and electrophoretic effects, respectively. The denominator
of the last term between the brackets inEq. (3) is unit if
the ions are considered as point charges (a = 0), and in

this case mobility is expected to decrease linearly with
√
I,

with the so-called Onsager limiting slope. Parametera can
be estimated as the sum of the Stokes radii of the analyte
and counter-ion[58], the Stokes radiusRSt,i of ion i being
defined by:

RSt,i = zi e

6πµ∞
i η

(4)

wherezi is the charge number of ioni ande the elementary
charge.

Theµ∞
i values of I−, SCN−, NO3

− and Br− were first
estimated by extrapolating at zero ionic strength the lin-
ear regression of the actual mobility of each anion versus
the square-root of the BGE ionic strength.Table 1reports
the so-obtainedµ∞

i values for both the ethanolamine- and
ammediol-based electrolytes along with literature values
[59]. The high calculated linear regression coefficients tes-
tify for the validity of the approach. For each anion, the
µ∞
i values for both electrolytes and from literature show

no significant difference.Table 1also shows that the slopes
of these regression straight lines did not differ significantly
from the Onsager limiting slopes calculated for methanol
from Eq. (3) using the extrapolatedµ∞

i values. Neverthe-
less, to apply FP model and thus gain a deeper evaluation
of the analyte status, the distance of closest approach was
calculated for the four model anions, in both ethanolamine-
and ammediol-based BGEs (Table 2). Fig. 4 shows that the
actual mobilities experimentally determined as a function of
the ionic strength did not match the variation calculated ac-
cording to the FP model (Eq. (3)), using the precedingµ∞

i

anda values. The fact that the departure of the experimental
points from the theoretical curve is increasing with ionic
strength suggests that ion-pairing between the analytes and
electrolyte counter-ions may occur. In order to confirm this
hypothesis, the experimental mobility data were then repro-
cessed according to a classical ion-pair formation model,
assuming the formation of a neutral ion-pair of 1:1 stoi-
chiometry between analyte ioni and electrolyte counter-ion
C. The effective mobility of analytei, µeff

i , can then be
expressed as a function of the ion-pair formation constant
KIP and the free counter-ion concentration [C] [25,40]:

µ0
i

µeff
i

− 1 = KIP[C] (5)

The plot of the left-hand term ofEq. (5) calculated from
experimental values ofµeff

i in terms of the free counter-ion
concentration should lead to a straight line, the slope of
which yields the ion-pair formation constantKIP. Table 3
gives theKIP values so calculated for each anion and both
counter-ions, with the corresponding linear regression coef-
ficients. The low precision of theKIP determinations could
be due to the fact that the levels of the free counter-ion con-
centration studied (2–12.5 mM) were rather low and thus
ion pairs were formed in low proportions. These results
show that the experimental mobility data can be reasonably
well interpreted by the ion-pair formation model. TheKIP
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Table 2
Distances of closest approach between analyte anions and electrolyte
counter-ions (parametera) calculated as the sum of the Stokes radii of
the analyte and counter-ion

Analyte anions a (nm)

Ethanolamine counter-ion Ammediol counter-ion

I− 0.479 0.507
SCN− 0.482 0.510
NO3

− 0.484 0.516
Br− 0.504 0.532

The Stokes radii of the analyte anions were calculated fromEq. (4).
For the counter-ions the Stokes radii were calculated from equivalent
conductivities at infinite dilution[27], the equivalent conductivity of
perchloride being taken from[59].

Fig. 4. Effect of electrolyte ionic strength on model anion actual mo-
bilities. Electrolyte: (A) ethanolamine– or (B) ammediol–perchloric acid
(molar ratio, 2:1) in pure methanol. Other conditions as inFig. 2. Sym-
bols, experimental points; solid lines, theoretical variations, according to
Falkenhagen and Pitts model.

Table 3
Ion-pair formation constants (KIP) between the inorganic anions and
the electrolyte counter-ion in methanol, determined as the slopes of the
regression straight lines, fromEq. (5)

Analyte
anion

Ethanolamine counter-ion Ammediol counter-ion

KIP (L mol−1) R2 (n = 4) KIP (L mol−1) R2 (n = 4)

NO3
− 5.9 ± 2.1 0.98 7.3± 4.5 0.96

Br− 5.7 ± 3.5 0.96 5.2± 4.8 0.97
I− 3.5 ± 2.6 0.94 4.8± 3.1 0.87
SCN− 3.3 ± 0.8 0.99 4.9± 3.1 0.91

The least-squares regression coefficients (R2) are also given.
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Table 4
Solvated radii of the model inorganic anions in water and methanol
estimated from the Stokes hydrodynamic radii (Eq. (4)) and crystal ion
radii estimated from X-ray diffraction[59]

Anions Hydrodynamic radius (nm) Crystal ion radius (nm)

H2O MeOH

Br− 0.118 0.262 0.196
I− 0.120 0.242 0.220
NO3

− 0.129 0.249 0.179
SCN− 0.139 0.245 0.213

values are, however, relatively small and of the same or-
der of magnitude for each anion and for both ethanolamine
and ammediol counter-ions. Thus, for suchKIP values and
in the conditions of this study, the association rates would
be of 1.5–6% in ethanolamine-based BGE, and of 3–8% in
ammediol-based BGE, according to the analyte. Eventually,
in the range of ionic strengths and methanol/water compo-
sitions experienced in this study, the ion-pair phenomenon
should influence the actual mobilities of the four inorganic
anions to a very minor extent.

3.4. Evaluation of solvation effects

3.4.1. Evaluation of solvated radii from the Stokes model
As a starting point in the evaluation of solvation ef-

fects on electrophoretic mobilities, the solvated radii of the
model anions were first assimilated to Stokes hydrodynamic
radii, as defined byEq. (5). This model stands for spherical
particles having a size smaller than the Debye length, for
which the electrophoretic friction coefficient is assimilated
to the hydrodynamic friction coefficient. For each inorganic
anion, the hydrodynamic radii were thus calculated from
the absolute mobilities in water[59] and in methanol (this
work) and the results were compared to the crystal ionic
radii determined by X-ray diffraction (Table 4) [59]. It ap-
pears that the hydrodynamic radii in water are inferior to
those in methanol, which could be explained by a greater
solvation number in methanol, or by the volume difference
between methanol and water molecules. It is also worth
noting that the calculated solvated radii in water are lower
than the crystal radii, which seems unrealistic. The Stokes
model is, therefore, not applicable to these inorganic anions.
Some of them, indeed, are not spherical in shape (SCN− is

Table 5
Characteristic parameters of the considered anion–water clusters for the first solvation shell (DFT calculations) and the bulk solvent effect (CPCM
calculations): number of solvent molecules (n), stabilization energy (�Estab) and solvated radius (r)

Anions First solvation shell Bulk solvent effect Absolute mobilities in water
(10−5 cm2 V−1 s−1)

n �Estab (kcal mol−1) r (nm) n �Estab (kcal mol−1) r (nm)

Br− 2 −8.2 0.35 4 −9.7 0.38 80.9
I− 4 −7.3 0.38 4 −8.2 0.40 79.2
NO3

− 9 −6.6 0.47 8 −6.6 0.44 74.1
SCN− 6 −9.2 0.42 8 −8.5 0.48 68.4

For comparison purposes, absolute mobilities in water at 25◦C [59] are also reported.

ellipsoidal), and more generally it is known that the Stokes
model underestimates the hydrodynamic radii of particles
lower than 0.5 nm[58].

3.4.2. Evaluation of solvated radii from quantum models
To better understand the mechanisms ruling the elec-

trophoretic migration of small inorganic anions, solvation
was next studied at a microscopic level using a quantum
first principle based on the DFT. Solvation was described
as the formation of static ion–solvent clusters, which were
considered to be stable when the energy for adding an extra
solvent molecule is lower than the energy required to form
a solvent dimer. The stabilizing energy�Estab of a given
cluster is thus computed as:

�Estab= E[ion − (S)n] − E[ion − (S)n−1] − E[S] (6)

whereE[ion − (S)n] andE[ion − (S)n−1] denote the energy
of the clusters consisting ofn andn−1 solvent molecules, re-
spectively, andE[S] is the energy of a solvent molecule. This
microsolvation model works reasonably well for strongly
interacting molecules[60], such as those belonging to the
first solvation shell. It gives access to the solvation num-
ber, from which can be derived the cluster volume and the
solvated radius, assuming a spherical shape. It must also be
emphasized that a given cluster could have several confor-
mations, all determined by local energy minima, the number
of the accessible conformations increasing with the num-
ber of solvent molecules. Although different, the energies of
these conformers were close to each other and it was veri-
fied in this work that their volumes varied by<1%. As we
were mainly interested in this last parameter, the reference
to these conformers was not mentioned in the following.

3.4.2.1. Solvated radii in water. The results for the sta-
bilization energies of the anion–water clusters are reported
in Table 5together with the radii of the equivalent sphere.
The most striking feature is the variable number of water
molecules present in the first solvation shell, which ranges
between two (bromide) and nine (nitrate). This behaviour
is in agreement with the anion size and its polarizability (or
better its hardness). So, bromide binds less water molecules
(two versus four) than iodide, which is a softer anion, and
the same is observed for the pair thiocyanate/nitrate (six
versus nine). All these systems have a stabilization energy
greater than the water–water interaction (−6.1 kcal mol−1,



156 S. Descroix et al. / J. Chromatogr. A 1032 (2004) 149–158

Fig. 5. Structure of: (A) the [NO3(H2O)9]− complex according to the
DFT model (short-range anion–solvent interactions solely) and (B) the
[NO3(H2O)8]− complex according to the CPCM model (long-range
anion–solvent interactions included).

at the same calculation level; 1 cal= 4.184 J). The struc-
ture of the largest water cluster, [NO3(H2O)9]−, is depicted
in Fig. 5A. The calculations also predict that the radii
for the supermolecular complexes increase in the order
Br− < I− < SCN− < NO−

3 , while the order of decreasing
absolute mobilities in water is Br− > I− > NO−

3 > SCN−.
An inverted order was, therefore, predicted for the pair thio-
cyanate/nitrate. This discrepancy suggests that more than
one solvation shell may play a role and should be taken
into account. Unfortunately, by the DFT model, it is quite
tedious to process more explicit water molecules, because
of the increasing number of local minima and the increas-
ing computing time, both factors impeding a meaningful
modelling of the chemical system. In order to introduce
long-range molecular interactions in a cheap, yet effective,
way we have used a continuum solvent model[42]. The
results obtained for the optimized clusters (solute+ explicit
water molecules+ continuum) are reported in the last three

columns of Table 5. Significant variations in solvation
number and radii are noticed using the CPCM approach:
solvation numbers of Br− and SCN− increase with a con-
comitant increase in solvated radii. In the case of I−, the
solvation number remains unchanged, but the slight increase
in solvated radii can be understood in so far as the solvating
water molecules interact partly with the surrounding bulk
molecules and less with the solute. These effects can be ra-
tionalized in terms of the effects of the solvent on the H-bond
strengths. A polar solvent, like water, stabilizing electronic
structures with charge separation (i.e. A+X− is more stable
than AX in the presence of solvent) significantly increases
the electrostatic contribution to the anion–water interaction
energies[43]. This in turn induces shorter intermolecular
distances between the anions and the water molecules, thus
strengthening the small charge transfer component of the
H-bond. The apparent discrepancy observed for the nitrate
anion (from nine to eight molecules) is related to the higher
steric hindrance of the crowed solvation shell, which in-
creases in the presence of bulk effect due to, as for the other
anions, the more compact rearrangement. The final result is a
decrease of the number of waters with a concurrent decrease
of the spherical radius (Fig. 5B). Most importantly for the
purpose of this work, it appears now that the calculated radii
(Table 5, last column) well agree with the expected reversed
proportionality to absolute mobilities, as their product re-
mained constant to within 3.8%, as illustrated inFig. 6.

3.4.2.2. Solvated radii in methanol. The same theoretical
approach was applied to the anion–methanol clusters. Con-
sidering the first solvation shell, the results obtained by DFT
calculations for the solvation numbers, the stabilization en-
ergies and the solvated radii are given inTable 6. All the
reported energies are slightly higher than the one character-
izing a methanol–methanol interaction (−6.3 kcal mol−1 at
the same calculation level). Except for NO3

− it can be noted
that the solvated radii are greater in methanol than in water,
in accordance with the corresponding decrease in absolute
mobility on going from water to methanol. For bromide,
this increase in solvated radius is obviously due to the in-
crease in solvation number. For the other three anions, the
same variation should be due to the fact that the larger size

Fig. 6. Experimental absolute mobilities as a function of the reciprocal
computed radii. The values in water were calculated with DFT coupled
to CPCM models. The values in methanol were calculated from the DFT
model.
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Table 6
Characteristic parameters of the considered anion-methanol clusters for
the first solvation shell (DFT calculations): number of solvent molecules
(n), stabilization energy (�Estab) and solvated radius (r)

Anions First solvation shell Absolute mobilities
in methanol
(10−5 cm2 V−1 s−1)n �Estab (kcal mol−1) r (nm)

I− 3 −7.9 0.41 64.9
SCN− 4 −7.2 0.45 64.2
NO3

− 3 −9.7 0.43 63.1
Br− 3 −9.2 0.45 60.1

For comparison purposes, absolute mobilities in methanol at 25◦C [59]
are also reported.

of methanol, as compared to water, overcompensates for the
decrease in solvation number. Moreover, the solvated radii
increase in the order I− < NO−

3 < Br−, SCN−, while the
order of decreasing absolute mobilities in methanol is I− >
SCN− > NO−

3 > Br−. Fig. 6 shows that the experimental
absolute mobilities appear to be inversely proportional to the
computed radius. Except for SCN−, the product of the abso-
lute mobility by the computed radius remained constant to
within 1.2% which emphasizes the interest of this approach.

In order to take into account the solvent effect in
methanol as we did in water, anion–methanol clusters were
re-investigated using the CPCM model. Surprisingly at first
glance, no cluster was found to be stable in a bulk methanol
solution, since the computed stabilization energies turned
out to be lower than that for the methanol–methanol interac-
tion. In fact, the methanol molecules bound through hydro-
gen of the alcoholic group, the non-polar methyl pointing
outside, toward the solvent. Consequently, intershell inter-
actions are not ruled by the electrostatic contribution of hy-
drogen bonds any longer, but rather, by dispersion–repulsion
forces. Unfortunately, these forces are hardly reproduced in
the framework of a continuum model[42].

4. Concluding remarks

The selectivity alterations observed for the model inor-
ganic anions (chloride, bromide, nitrate, thiocyanate) on
varying the solvent composition (water–methanol mixtures)
of the background electrolyte were interpreted in terms of
ion-pairing and solvation phenomena. On one hand, the
study of the variation of the electrophoretic mobilities of
these four anions as a function of the concentration of the
free counter-ion present in the electrolyte led us to infer that
the actual mobility alterations due to ion-pairing between
analytes and counter-ions remained minor, but their impact
on migration orders can be significant, considering the low
differences between them. On the other hand, the solva-
tion effect on selectivity modification was shown to be even
more important, through the predictions of theoretical mi-
croscopic quantum models yielding values for the solvated
radius of each anion both in water and methanol. Except

for one analyte, these models (density functional theory and
conductor-like polarizable continuum model) turned out to
be valuable tools for predicting the reverse proportionality
of the absolute mobility to solvated radius, and it can be ex-
pected that they will soon become even more powerful re-
garding the complex ions in various pure or mixed solvents.
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